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Trigonometri Polynomials: A Very Brief History

P (x) =
∞∑

n=0

an cos(nx) + i
∞∑

n=0

an sin(nx)

1750s Jean Le Rond d'Alembert used �nite sums of sin and cos tostudy vibrations of a string.
17xx Use adopted by Leonhard Euler (leading mathematiian atthe time).

17xx Daniel Bernoulli advoates use of in�nite (as above) sumsof sin and cos.
18xx Jean Baptiste Joseph Fourier used these in�nite series tostudy heat �ow. Developed theory.
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Fourier Series: First ObservationsFor eah positive integer n, the set of funtions {Φ0,Φ1, . . . ,Φ2n−1},where


Φ0(x) =

1
2

Φk(x) = cos(kx), k = 1, . . . , n

Φn+k(x) = sin(kx), k = 1, . . . , n− 1

is an orthogonal set on the interval [−π, π] with respet to the weightfuntion w(x) = 1.
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OrthogonalityOrthogonality follows from the fat that integrals over [−π, π] of

cos(kx) and sin(kx) are zero, and produts an be rewritten as sums:



sin θ1 sin θ2 =
cos(θ1 − θ2)− cos(θ1 + θ2)

2

cos θ1 cos θ2 =
cos(θ1 − θ2) + cos(θ1 + θ2)

2

sin θ1 cos θ2 =
sin(θ1 − θ2) + sin(θ1 + θ2)

2
.

Let Tn be the set of all linear ombinations of the funtions

{Φ0,Φ1, . . . ,Φ2n−1}; this is the set of trigonometri polynomialsof degree ≤ n.
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The Fourier Series, S(x)For f ∈ C[π, π], we seek the ontinuous least squares approxima-tion by funtions in Tn of the form

Sn(x) =
a0

2
+ an cos(nx) +

n−1∑
k=1

(ak cos(kx) + bk sin(kx)) ,

where, thanks to orthogonality

ak =
1
π

∫ π

−π
f(x) cos(kx) dx

bk =
1
π

∫ π

−π
f(x) sin(kx) dx.

De�nition: � The limit

S(x) = lim
n→∞Sn(x)is alled the Fourier Series of f .
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Example: Approximating f(x) = |x| on [−π, π] 1 of 2First we note that f(x) and cos(kx) are even funtions on [−π, π]and sin(kx) are odd funtions on [−π, π]. Hene,
a0 =

1
π

∫ π

−π
|x| dx =

2
π

∫ π

0
x dx = π.

ak =
1
π

∫ π

−π
|x| cos(kx) dx =

2
π

∫ π

0
x cos(kx) dx

=
2
π

x
sin(kx)

k

∣∣∣∣π
0︸ ︷︷ ︸

0

− 2
kπ

∫ π

0
1 · sin(kx) dx

=
2

πk2
[cos(kπ)− cos(0)] =

2
πk2

[
(−1)k − 1

]
.

bk =
1
π

∫ π

−π
|x| sin(kx)︸ ︷︷ ︸even × odd = odd. dx = 0.
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Example: Approximating f(x) = |x| on [−π, π] 2 of 2

We an write down Sn(x) =
π

2
+

2
π

n∑
k=1

(−1)k − 1
k2

cos(kx)
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f(x)
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S1(x)
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S5(x)
S7(x)
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The Disrete Fourier Transform: IntrodutionThe disrete Fourier transform, a.k.a. the �nite Fourier transform, isa transform on samples of a funtion.It, and its �ousins,� are the most widely used mathematial trans-forms; appliations inlude:

• Signal Proessing

• Image Proessing

• Audio Proessing

• Data ompression

• A tool for partial di�erential equations

• et...

Approximation Theory: Trigonometric Polynomial Approximation – p. 8/21



The Disrete Fourier TransformSuppose we have 2m data points, (xj , fj), where

xj = −π +
jπ

m
, and fj = f(xj), j = 0, 1, . . . , 2m− 1.

The disrete least squares �t of a trigonometri polynomial

Sn(x) ∈ Tn minimizes

E(Sn) =
2m−1∑
j=0

[Sn(xj)− fj ]
2 .
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Orthogonality of the Basis Funtions?We know that the basis funtions
Φ0(x) =

1
2

Φk(x) = cos(kx), k = 1, . . . , n

Φn+k(x) = sin(kx), k = 1, . . . , n− 1are orthogonal with respet to integration over the interval.

The Big Question: Are they orthogonal in the disrete ase? Isthe following true:
2m−1∑
j=0

Φk(xj)Φl(xj) = αkδk,l ???
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Orthogonality of the Basis Funtions! (A Lemma)...

Lemma: � If the integer r is not a multiple of 2m, then

2m−1∑
j=0

cos(rxj) =
2m−1∑
j=0

sin(rxj) = 0.

Moreover, if r is not a multiple of m, then

2m−1∑
j=0

[cos(rxj)]2 =
2m−1∑
j=0

[sin(rxj)]2 = m.
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Proof of Lemma 1 of 3Realling long-forgotten (or quite possible never seen) fats fromComplex Analysis � Euler's Formula:

eiθ = cos(θ) + i sin(θ).Thus,

2m−1∑
j=0

cos(rxj)+i
2m−1∑
j=0

sin(rxj) =
2m−1∑
j=0

[cos(rxj)+i sin(rxj)] =
2m−1∑
j=0

eirxj .

Sine

eirxj = eir(−π+jπ/m) = e−irπeirjπ/m,we get

2m−1∑
j=0

cos(rxj) + i

2m−1∑
j=0

sin(rxj) = e−irπ
2m−1∑
j=0

eirjπ/m.
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Proof of Lemma 2 of 3Sine ∑2m−1
j=0 eirjπ/m is a geometri series with �rst term 1, andratio eirπ/m 6= 1, we get

2m−1∑
j=0

eirjπ/m =
1− (eirπ/m)2m

1− eirπ/m
=

1− e2irπ

1− eirπ/m
.

This is zero sine

1− e2irπ = 1− cos(2rπ)− i sin(2rπ) = 1− 1− i · 0 = 0.This shows the �rst part of the lemma:

2m−1∑
j=0

cos(rxj) =
2m−1∑
j=0

sin(rxj) = 0.
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Proof of Lemma 3 of 3If r is not a multiple of m, then

2m−1∑
j=0

[cos(rxj)]2 =
2m−1∑
j=0

1 + cos(2rxj)
2

=
2m−1∑
j=0

1
2

= m.

Similarly (use cos2 θ + sin2 θ = 1)
2m−1∑
j=0

[sin(rxj)]2 = m.

This proves the seond part of the lemma.

We are now ready to show that the basis funtions are orthogonal.
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Showing Orthogonality of the Basis FuntionsReall 

sin θ1 sin θ2 =
cos(θ1 − θ2)− cos(θ1 + θ2)

2

cos θ1 cos θ2 =
cos(θ1 − θ2) + cos(θ1 + θ2)

2

sin θ1 cos θ2 =
sin(θ1 − θ2) + sin(θ1 + θ2)

2
.

Thus for any pair k 6= l

2m−1∑
j=0

Φk(xj)Φl(xj)

is a zero-sum of sin or cos, and when k = l, the sum is m.
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Finally: The Trigonometri Least Squares SolutionUsing
[1] Our standard framework for deriving the least squares solution� set the partial derivatives with respet to all parametersequal to zero.

[2] The orthogonality of the basis funtions.

We �nd the oe�ients in the summation

Sn(x) =
a0

2
+ an cos(nx) +

n−1∑
k=1

(ak cos(kx) + bk sin(kx)) :

ak =
1
m

2m−1∑
j=0

fj cos(kxj), bk =
1
m

2m−1∑
j=0

fj sin(kxj).
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Example: Disrete Least Squares Approximation 1 of 3Let f(x) = x3 − 2x2 + x + 1/(x− 4) for x ∈ [−π, π].Let xj = −π + jπ/5, j = 0, 1, . . . , 9., i.e.

j xj fj0 -3.14159 -54.027101 -2.51327 -31.175112 -1.88495 -15.858353 -1.25663 -6.589544 -0.62831 -1.881995 0 -0.256 0.62831 -0.209787 1.25663 -0.281758 1.88495 1.003399 2.51327 5.08277
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Example: Disrete Least Squares Approximation 2 of 3We get the following oe�ients:

a0 = −20.837, a1 = 15.1322, a2 = −9.0819, a3 = 7.9803

b1 = 8.8661, b2 = −7.8193, b3 = 4.4910.
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Example: Disrete Least Squares Approximation 3 of 3Notes:

[1] The approximation get better as n →∞.

[2] Sine all the Sn(x) are 2π-periodi, we will always have a prob-lem when f(−π) 6= f(π). [Fix: Periodi extension.℄ On thefollowing two slides we see the performane for a 2π-periodi
f .

[3] It seems like we need O(m2) operations to ompute ~a and ~b� m sums, with m additions and multipliations. There ishowever a fast O(m log2(m)) algorithm that �nds these oef-�ients. We will talk about this Fast Fourier Transform nexttime.
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Example(2): Disrete Least Squares Approximation 1 of 2Let f(x) = 2x2 + cos(3x) + sin(2x) x ∈ [−π, π].Let xj = −π + jπ/5, j = 0, 1, . . . , 9., i.e.

j xj fj0 -3.14159 18.73921 -2.51327 13.89322 -1.88495 8.50293 -1.25663 1.76154 -0.62831 -0.47055 0 1.00006 0.62831 1.43167 1.25663 2.93708 1.88495 7.32739 2.51327 11.9911
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Example(2): Disrete Least Squares Approximation 2 of 2We get the following oe�ients:

a0 = −8.2685, a1 = 2.2853, a2 = −0.2064, a3 = 0.8729

b1 = 0, b2 = 1, b3 = 0.
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