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February 28, 2018 Math 541 Name Ke ¥

Be sure to show all your work.
1. (ze)pts) Consider the function given by

f(z) = e 4 2sin(z) — 1.

a. Write a Taylor polynomial of degree 3, Py(x), and the remainder term R3(x) about zg = 0.
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b. Use the remainder term to get an upper bound on the error in the approximation, P3(z), for

z € [0,1]. Briefly explain how you selected your upper bound. Find the absolute and relative
error between f(1) and P3(1).
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c¢. One method to find the roots of f(z) (solve f(z) = 0) is the application of Newton’s method

Explicitly write the formula with the appropriate trigonometric and exponential functions,
including z.
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1. d. Continuing from the first page with
f(z) = e % + 2sin(x) - 1,

we see that one root of f(z) is @, = 0. If we let g = 0.2 and apply Newton’s method, then the
convergence to z, is (circle one):

Sublinear @ Superlinear Quadratic Other

Without actually performing any iterations we know that Newton’s method will take approxi-
mately:
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e. Another root is near xp = 2.5, and it is a simple root. Applying Newton’s method we obtain

T, = 2.62104491. In this case, the convergence to z. is (circle one):
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Without actually performing any iterations we know that Newton’s method will take approxi-
mately:

Lf" iterations to converge to z, to a tolerance of 1075, Ex/of cin
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2. (1 5pts) Consider the second order difference equation that satisfies :
Yn = Yn—-1+ 2Yn-2, n 2 2.

a. Assume yg = —1, y1 = 2, and find y2, ys3, and y4.

y.=¢9 Js T ¢ Ye=%

b. You want to design a MatLab function using a while statement that accepts two initial
conditions, s0 and s1, and finds the first iteration when yn exceeds M. Below is the outline of
a MatLab code, and you fill in the few lines needed to find n and yn.

1 function [n,yn] = deqn(s0,sl,M)

3 y0 = s0; vyl = s1;

4 n = 2;

5 yn = yl + 2xy0;

6§ while ’ b3
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9 fprintf{'n = %d, yn = %d \n',n,yn)
10 €n

kit ()f'u_“_" M)
yo = ¥l
y‘i :)’”}. / :
fprintb('n =Zd, yn= BLNN, n, yn)
yn= V o+ 20
n=ntl,

¢. This MatLab function accepts an arbitrary number of iterations N and uses an if statement
and the mod function to add together any values yn that are divisible by 4. (Note that mod (y, m)
returns the remainder after division of v by m.) Below is the outline of a MatLab code, and you
fill in the few lines needed to find the sum, sum, of the values of yn,which are divisible by 4.

1 function sum = deqgn2 (N)
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3 y0 = -1; vl = 2;

4 sum = 0;

5 E n = 2:N

G yn = yl + 2+y0;
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3. (80pts) Consider the function:
f(z) = o — 41.
a. Let a = 3 and b = 4. Perform 3 steps of the bisection method to approximate the positive

root of f(z). (Note: mo = 3.5, and you must iterate to mg.) Clearly, show how you arrive
at each of the steps using this technique, i.e., provide any function evaluations needed in the

procedure.
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b. Write the secant method formula using this f(z) for finding its root. (Do NOT just write
f(zn).) Let o = 3 and z; = 4. Iterate your formula twice with the secant method to
approximate the positive root of f(z). Clearly, show your calculations.
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3. Continued

c¢. Write the Newton’s method formula using this f(z) for finding its root. (Do NOT just write
f(zn).) Let zp = 3 and iterate your formula twice with the Newton’s method to approximate
the positive root of f(x). Clearly, show your calculations.
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d. Briefly discuss the rate of convergence for each of the three methods using your knowledge
about the theoretical convergence of these methods. Find the exact positive root of f(z) and

determine which iteration above comes closest to the root. Give the absolute error of the best
approximation for each method.
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